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Key Advances

Date
2022.12 2024.122023.12

The "Battle of a Hundred Models" & 
the Dawn of Multimodality

2025.12
6

Since the launch of ChatGPT on November 30,  2022,  LLMs have tr iggered the largest  wave of art if ic ial  intel l igence in history .  Over the past  three 

years ,  AI  inst i tut ions  both domest ical ly  and internat ional ly  have  achieved substant ial  breakthroughs ,  which can be  spec if ical ly  categor ized into 

three  phases :  The "Batt le  of  a  Hundred Models"  & the  Dawn of  Mult imodal i ty ,  The  Boom of  Mult imodal i ty  & Breakthroughs  in  Reasoning ,  and 

The Rise of Agents & the Restructuring of Ecosystem.

·  OpenAI Releases ChatGPT & GPT-4：Sparked gl

obal attention and became a viral sensation.

·  Meta Open-Sources Llama 2：Activated the dev

eloper ecosystem, lowered barriers, and fueled long

-tail innovation.

·   Multimodal Capabilities Emerge：GPT-4V and G

oogle's Gemini introduced image understanding; Chi

na began exploring text-to-image/video.

·  China's First Wave of LLMs Launches：Baidu, Ali

baba, iFlytek, and 360 quickly entered the arena, ma

rking China's position in the global race.

·  OpenAI Unveils Sora：Achieved high-quality, tem

porally coherent video generation; sparked a global 

wave of video AIGC startups.

·  GPT-4o Launches：Enabled real-time interaction 

across text, image, and voice; marking the first step 

for models to truly "perceive" the world.

·  o1 Series Introduces CoT：Shifted the focus to c

omplex reasoning and logic, deepening the capabiliti

es of LLMs.

·  China Closes the Gap in Multimodality：Domestic 

models (Kling, Vidu, Pixverse, Hailuo) rapidly innovat

ed and gained significant traction globally.

·  Chinese Reasoning Models Emerge：Breakthroug

hs seen in models like k0-math, DeepSeek-R1-Lite, 

QwQ-32B, and GLM-Zero.

1. Low-Cost Disruption; the Rise of Open-Source

·  DeepSeek-R1 Sparks Global Frenzy：Released on 

Jan 20, 2025; ranked Top 5 globally with unprecede

nted cost-performance.

·  China Dominates Open-Source：Models (Qwen3, 

DeepSeek, GLM, Kimi, etc.) claim half the market; C

hinese LLMs lead the open-source ecosystem.

2. Architectural Innovation & Agent Adoption

·  MoE Becomes Mainstream：Mixture-of-Experts  

architecture is now the standard for 2025 models.

·  Multimodal Fusion Breakthroughs：Seamless pro

cessing of text, image, video, and audio enables nat

ural interaction.

·  Agents Go Mainstream：From concept to utility: 

Products like Manus, AutoGLM, Coze，Skywork Age

nt，MiniMax Agent，Kimi OK Computer ，and Clau

de Code，Codex mark a breakthrough in practical a

pplication (especially coding).

Key Advances in Large Models, 2025

The Boom of Multimodality & 
Breakthroughs in Reasoning

The Rise of Agents & 
the Restructuring of Ecosystems



Top 3 in Al l  2025 General Evaluations (China & Overseas)

Date No. 1 in China No. 2 in China No. 3 in China Top 3 Overseas

January 2026
Kimi-K2.5-Thinking、
Qwen3-Max-Thinking

Doubao-Seed-1.8-251228(Thinking)、
DeepSeek-V3.2-Thinking GLM-4.7、ERNIE-5.0

Claude-Opus-4.5-Reasoning、
Gemini-3-Pro-Preview、

GPT-5.2(high)

November 2025 DeepSeek-V3.2-Special DeepSeek-V3.2-Thinking ERNIE-5.0-Preview
GPT-5.2(high)、
GPT-5.1(high)、

Claude-Opus-4.5-Reasoning

September 2025
Kimi-K2-Thinking、

DeepSeek-V3.2-Exp-Thinking
Doubao-Seed-1.6-thinking-250715、

ERNIE-X1.1
Qwen3-Max、

openPangu-Ultra-MoE-718B

GPT-5.1(high)、
Gemini-3-Pro-Preview、

GPT-5(high)

July 2025 DeepSeek-V3.1-Thinking Doubao-Seed-1.6-thinking-250715 DeepSeek-R1-0528
GPT-5(high)、

o3(high)、
o4-mini(high)

May 2025
Doubao-1.5-thinking-pro-250415、

SenseNova V6 Reasoner
DeepSeek-R1、
NebularCoder-V6

Hunyuan-T1-20250403、
DeepSeek-V3-0324

o4-mini(high)、
Gemini 2.5 Pro Preview 05-06、

Claude-Opus-4-Reasoning

March 2025 DeepSeek-R1 QwQ-32B Doubao-1.5-pro-32k-250115
o3-mini(high)、

Claude 3.7 Sonnet、
GPT-4.5-Preview
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Report Summary

The proprietary sector shows a pattern of "overseas leading, China catching up." Overseas models like Claude, 

Gemini, and GPT form the top tier. Chinese models such as Qwen3-Max-Thinking, Doubao-Seed-1.8-

251228(Thinking), and ERNIE-5.0 trail behind but create effective competition. In contrast, the open-weight 

sector is characterized by "China dominance, overseas decline." Leading Chinese open-weight models including 

Kimi-K2.5-Thinking, DeepSeek-V3.2-Thinking, and GLM-4.7 rival top overseas proprietary models. Overseas 

open-weight efforts, like gpt-oss-120b and Mistral, lag significantly behind their Chinese models counterparts.

In the 2025 Annual Chinese Large Model Benchmark, Anthropic's Claude-Opus-4.5-Reasoning ranked first with 

68.25 points. Google’s Gemini-3-Pro-Preview (65.59 points) and OpenAI’s GPT-5.2(high) (64.32 points) followed. 

China's top open weights model, Kimi-K2.5-Thinking (61.50 points), and top proprietary model, Qwen3-Max-

Thinking (60.61 points), placed 4th and 6th globally.

1. Overseas proprietary models still occupy the top positions on 
the leaderboard.

Since the release of DeepSeek-R1 in early 2025 – which matched OpenAI o1's performance and greatly narrowed 

the gap between Chinese and international models – Kimi-K2.5-Thinking and Qwen3-Max-Thinking have led the 

world in code generation and mathematical reasoning, respectively. An increasing number of Chinese large models 

are accelerating to catch up with the world's top ones, and even surpassing them in some fields.

2. Chinese large models are accelerating their evolution from 
"playing catch-up" to "running neck and neck."

02

01

03

The Three 
Pillars of This 

Year's 
Evaluation

3. Open-weight and proprietary models exhibit notable structural 
disparities between China and overseas.



CLUE (The Chinese Language Understanding Evaluation) ,  launched in 2019,  i s  a  sc ient i f ic ,  ob ject ive  and neutral  benchmark for  language 

mode l  eva luat ion .  SuperCLUE i s  i t s  evo lut ion  and cont inuat ion  in  the  e ra  of  large  mode l s ,  focus ing  on  comprehens ive  eva luat ion  of  genera l -

purpose large models .  The 2025 Annual Chinese Large Model Benchmark Evaluation focuses  on general  capabil i ty  test ing,  consist ing of 6  tasks  with 

a total of 998 short-answer questions. Details of the test set are as follows:

Introduction to the 2025 Chinese LLM Benchmark

1.Mathematical Reasoning

Introduction：Assesses the model's ability to perform 

multi-step reasoning and problem-solving using 

mathemat ica l  concepts  and log ic ,  cover ing 

competition-level datasets in geometry, algebra, 

probability, and statistics.

Evaluation Method：0/1 scoring based on reference 

answers: 1 point for consistency with references, 0 

otherwise. No evaluation of the reasoning process. 

2.Scientific Reasoning

Introduction：Assesses the model 's abi l i ty to 

understand and infer causality in interdisciplinary 

contexts, using graduate-level scientific datasets 

from physics, chemistry, biology, etc.

Evaluation Method：0/1 scoring based on reference 

answers: 1 point for consistency with references, 0 

otherwise. No evaluation of the reasoning process. 

3.Code Generation

Introduction：The task has two types: (1) generating 

standalone functions covering data structures, 

algorithms, etc.; and (2) building complete interactive 

websites like travel booking, e-commerce, and social 

media platforms.

Evaluation Method：Scored 0/1 via unit tests (for 

standalone function generation) and functional tests 

simulating user interactions (for web app generation).

SuperCLUE 2025 General Benchmark Dataset & Evaluation Method
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4.Agent (Task Planning)
Introduction：Assesses the model’s abi l ity to 

formulate structured action plans in complex 

scenarios—e.g., lifestyle services, work collaboration, 

learning, and healthcare—by generating logical, clear, 

and executable steps based on given goals and 

constraints.

Evaluation Method：A judge model discretely 

evaluates (0/1) completion of predefined checkpoints 

or continuously scores (0–100) overall plan quality.

5.Precise Instruction Following
Introduction：This assesses the model’s ability to 

follow instructions—generating responses in specified 

formats and accurately presenting required data. 

Evaluated Chinese scenarios include structural, 

quantitative, semantic, and composite constraints (≥4 

types).

Evaluation Method：Rule-based script 0/1 evaluation.

6.Hallucination Control
Introduction：Primarily evaluates the model’s ability 

to mitigate hallucination while performing Chinese 

generation tasks, covering fundamental semantic 

understanding and generation benchmarks such as 

text summarization, reading comprehension, multi-

document QA, and dialogue completion.

Evaluation Method：Binary (0/1) evaluation of 

hallucination per sentence, based on human-verified 

reference answers.



This  eva luat ion  compr i s e s  s i x  ta sk s :  mathemat i ca l  r eason ing ,  s c i en t i f i c  r eason ing ,  code  genera t ion  ( inc lud ing  web  deve lopment ) ,  agen t ( ta sk 

planning) ,  hal luc inat ion control ,  and prec ise  instruct ion fol lowing .  I t  features  998  ques t ions  and assesses  23  large  language  models  from China 

and abroad. Final scores are averaged across all tasks.   

Official website: SuperCLUE.ai
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2025 Global LLM Chinese Intel l igence Index Ranking

https://www.superclueai.com/


Source: SuperCLUE, January 29, 2026.
Note: 1. Composition of the two dimensions: Reasoning ability includes mathematical reasoning, scientific reasoning, and code generation; Application ability encompasses hallucination control, precise instruction 
following, and agent capabilities (task planning). 2. Meaning of the four quadrants: They represent different stages and positions of large models, where “Potential Explorer” indicates a model in the exploration phase 
with significant future potential; “Technology Leader” signifies leadership in foundational technologies; “Pragmatist” denotes superiority in depth of scenario-specific applications; and “Excellence Leader” represents a 
model that leads both in foundational capabilities and application scenarios, driving the advancement of domestic large models.

SuperCLUE Model Quadrant 2025
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The 2025 SuperCLUE Model Capabi l i ty Overview
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Note:
1. Source & Calculation: Based on SuperCLUE 2025 annual Chinese LLM benchmark data, generated using Principal Component Analysis (PCA). Data from six capability dimensions (Math Reasoning, Scientific Reasoning, Code Generation, Agent (Task Planning), Precise 
Instruction Following, Hallucination Control) are standardized (Z-Score) and projected onto a 2D plane.
2. Axis Meanings: X-Axis (PCA1) - Comprehensive Power (Absolute Strength): Represents the overall strength of the model. The further right, the higher the comprehensive score, meaning the model is stronger than those on the left in most dimensions. Y-Axis (PCA2) - Skill 
Preference (Relative Focus): Represents the structural difference in the model's skill tree, not absolute weaknesses. Top: Relative to its own level, performs better in robust tasks like "Agent-Task Planning/Hallucination Control". Bottom: Relative to its own level, performs 
better in STEM tasks like "Math Reasoning, Scientific Reasoning".
3. Region Interpretation: Special Note: Coordinates reflect relative preference. For example, a model in the top-right is robust-focused, but due to being on the right (strong overall), its STEM capabilities might still be stronger than a model in the bottom-left (weak overall 
but STEM-focused). Versatile & Robust (Top-Right): Top-tier comprehensive ability, with a skill focus on long-chain planning and precise execution (Instruction Following, Agents, etc.). Specialized STEM (Bottom-Right): Top-tier comprehensive ability, with a skill focus on 
deep thinking and logical computation (Math Reasoning, Code Generation, etc.). Developing (Left): Overall capabilities have significant room for improvement.



SuperCLUE 2025: Top 3 Chinese Rankings by Dimension

Benchmark Tasks No. 1 Overseas No. 1 in China No. 2 in China No. 3 in China

Mathematical
Reasoning

Gemini-3-Pro-Preview Qwen3-Max-Thinking Kimi-K2.5-Thinking DeepSeek-V3.2-Thinking

Scientific Reasoning GPT-5.2(high) DeepSeek-V3.2-Thinking
Qwen3-Max-Thinking、

Doubao-Seed-1.8-251228(Thinking)

Kimi-K2.5-Thinking、
GLM-4.7、

Tencent HY 2.0 Think

Code Generation Grok-4 Kimi-K2.5-Thinking Qwen3-Max-2025-09-23
Kimi-K2-Thinking、

ERNIE-5.0

Agent
(Task Planning)

GPT-5.2(high) Qwen3-Max-Thinking Kimi-K2.5-Thinking Qwen3-Max-Preview-Thinking

Precise 
Instruction Following

Claude-Opus-4.5-Reasoning ERNIE-5.0 Doubao-Seed-1.8-251228(Thinking) DeepSeek-V3.2-Thinking

Hallucination Control GPT-5.2(high) GLM-4.7 Doubao-Seed-1.8-251228(Thinking) Kimi-K2.5-Thinking
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SuperCLUE 2025 Annual Evaluation: Top 20 Heatmap

15Data Source：SuperCLUE, Jan 29, 2026.



2025 Annual Chinese LLM Benchmark – Overal l  Ranking
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2.机构竞争格局呈现多元态势。

2025 Annual Chinese LLM Benchmark：Open Weights

Evaluation Analysis

Chinese open-weight models have 

comprehensively surpassed their 

overseas counterparts.
Chinese models occupy all top 5 spots on 

the open-weight leaderboard. Notably, 

Kimi-K2.5-Thinking claimed the No. 1 

position with a score of 61.50, leading the 

second place by nearly 4 points. DeepSeek-

V3.2-Thinking and GLM-4.7 secured the 

Top 3 ranking, significantly outperforming 

the best overseas open weights model, gpt-

oss-120b(high).
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Chinese vs. Overseas

1. Reasoning capabilities are highly 

aligned.
Chinese and overseas models show similar 

average scores in mathematical and scientific 

reasoning. Chinese models hold a slight edge in 

math, whereas overseas models (primarily top-

tier) lead more notably in science.

2. Chinese models perform better in 

coding and agent tasks.
They outperform overseas models by over two 

points on average. In coding, Chinese models are 

generally mid-to-high tier, with the top models 

achieving the highest rankings. In agent tasks, 

overall performance is strong, though top 

Chinese models still lag behind top overseas 

models.

3. Precise instruction following and 

hallucination control remain weak spots.
Chinese models underperform overseas models 

in these areas. The gap is largest in instruction 

f o l l o w i n g  ( o v e r  7  p o i n t s ) ,  f o l l o w e d  b y 

hallucination control (nearly 2 points).

Evaluation Analysis
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Chinese vs. Overseas：Mathematical Reasoning

1. Top Chinese models achieve 

parity.
In the math reasoning task, Qwen3-

Max-Thinking scored 80.87, tying 

with Gemini-3-Pro-Preview for the 

global top spot. Meanwhile, Kimi-

K2.5-Thinking secured 4th place with 

77.39, demonstrating a breakthrough 

in this domain.

2. The overall Chinese cohort 

lags behind.
While top performers show promise, 

Chinese models are underrepresented 

in the Top 10 (4 out of 10). Most are 

clustered around the average (67.49) 

in  the  lower  ha l f ,  r e v e a l i n g  a 

significant gap from international 

leaders.

Evaluation Analysis

Introduction：Assesses the model's ability to perform multi-step reasoning and problem-solving using mathematical concepts and logic, covering 

competition-level datasets in geometry, algebra, probability, and statistics.

Evaluation Method：0/1 scoring based on reference answers: 1 point for consistency with references, 0 otherwise. No evaluation of the reasoning process. 
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1.Overseas models monopolize 

the top tier.
In scientific  reasoning,  overseas 

models swept the top four positions, 

l e d  b y  G P T - 5 . 2 ( h i g h )  ( 7 5 . 2 1 ) . 

DeepSeek-V3.2-Thinking was the sole 

Chinese model to break into the top 

five, with Qwen3-Max-Thinking and 

Doubao-Seed-1.8-251228(Thinking) 

following closely behind.

2. The Chinese models cohort 

shifts toward the mid-tier.
Compared to their performance in 

math reasoning, Chinese models show 

a clear shift toward the center in this 

domain.  Most  are now clustered 

around the average line, moving away 

from the lower ranks.

Evaluation Analysis

Introduction：Assesses the model's ability to understand and infer causality in interdisciplinary contexts, using graduate-level scientific datasets from 

physics, chemistry, biology, etc.

Evaluation Method：0/1 scoring based on reference answers: 1 point for consistency with references, 0 otherwise. No evaluation of the reasoning process. 

Chinese vs. Overseas：Scienti f ic Reasoning
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1. Chinese models shine.
The Chinese open-weight model Kimi-

K2.5-Thinking topped the global 

ranking with 53.33, outperforming 

leading overseas models like Grok-4 

and Claude-Opus-4.5-Reasoning. 

Qwen3-Max-2025-09-23 also entered 

the Top 5 with 47.23,  indicating 

Chinese models leaders have achieved 

par i t y  o r  a  s l i g h t  e d g e  i n  c o d e 

generation.

2. GPT-5.2(high)'s setback.
GPT-5.2(high) scored only 30.91, 

ranking third from bottom. This was 

due to our timeout mechanism: with a 

30-minute limit per question (and two 

retries), the model incurred heavy 

penalties as many attempts timed out.

Evaluation Analysis

Introduction：The task has two types: (1) generating standalone functions covering data structures, algorithms, etc.; and (2) building complete interactive 

websites like travel booking, e-commerce, and social media platforms.

Evaluation Method：Scored 0/1 via unit tests (for standalone function generation) and functional tests simulating user interactions (for web app generation).

Chinese vs. Overseas：Code Generat ion
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1. Web Coding: The overtaking zone 

for Chinese models.
Kimi-K2.5-Thinking took the lead in the Web 

Coding subtask with a high score of 46.06, 

securing the top spot and leading the second 

place by 3.2 points. This was the key factor 

propelling its overall ranking, closely tied to its 

native multimodal architecture. Other leading 

Chinese models, such as Qwen3-Max-2025-09-

23 and ERNIE-5.0, also showed a narrow gap 

( a r o u n d  3  p o i n t s )  c o m p a r e d  t o  t o p 

international models (Grok-4, Claude-Opus-

4.5-Reasoning) in this subtask.

2 .  W e b  C o d i n g  s e r v e s  a s  a  k e y 

differentiator.
The performance gap among models in the 

standalone function generation subtask was 

insignificant (standard deviation: 0.66). In 

contrast, the standard deviation in Web 

Coding reached 8.23, highlighting its role as 

the primary driver of separation in overall 

code generation performance.

Evaluation Analysis

Data Source: SuperCLUE, January 29, 2026.
Notes:1.The final score for the Code Generation task is calculated by weighting the Standalone Function Generation task and the Web Coding task. The weight for each subtask is 
determined as follows: Weight = (Number of test cases in the subtask) / (Total number of test cases)
2.The number in the center of the blue bar represents the weighted score for the Standalone Function Generation task, while the number in the center of the orange bar represents 
the weighted score for the Web Coding task. The number on the right side of the bar indicates the total score, which is the sum of the two subtasks. (The subtask scores displayed 
in the chart are rounded to two decimal places, which may result in a cumulative rounding error when summed. However, the total score is calculated directly by dividing the total 
number of passed test cases by the total number of test cases, ensuring no cumulative error.)

Chinese vs. Overseas：Code Generat ion
Standalone Function Generation Web Coding
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1. Overseas leaders dominate.
GPT-5.2(high) leads with 81.39, 

fo l lowed  by  C laude -Opus -4 . 5 -

Reasoning (74.87). Chinese models 

Qwen3-Max-Thinking (70.13) and 

Kimi-K2.5-Thinking (68.06) rank 

third and fourth. The >10 point gap 

h i g h l i g h t s  a m p l e  r o o m  f o r 

improvement in task planning.

2. Wide gap and long tail.
T h e  i n d u s t r y  s h o w s  e x t r e m e 

polarization: the top score is 4x the 

bottom. With the highest standard 

deviation (13.78), this task remains a 

k e y  d i f f e r e n t i a t o r  a n d  m a j o r 

challenge for LLMs.

Evaluation Analysis

Introduction：Assesses the model’s ability to formulate structured action plans in complex scenarios—e.g., lifestyle services, work collaboration, learning, 

and healthcare—by generating logical, clear, and executable steps based on given goals and constraints.

Evaluation Method：A judge model discretely evaluates (0/1) completion of predefined checkpoints or continuously scores (0–100) overall plan quality.

Chinese vs. Overseas：Agent(Task Planning)



Introduction：This assesses the model’s ability to follow instructions—generating responses in specified formats and accurately presenting required data. 

Evaluated Chinese scenarios include structural, quantitative, semantic, and composite constraints (≥4 types).

Evaluation Method：Rule-based script 0/1 evaluation.
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1. Overseas lead with a clear 

gradient.
The top 4 are all overseas models. 

Claude-Opus-4.5-Reasoning leads with 

51.10, holding an 8-point lead over 

second place. Chinese models like 

ERNIE-5.0 trail by over 13 points. The 

Chinese models average (19.97) lags 

the overseas average (27.02) by 7 points, 

indicating room for growth.

2. Low overall scores and severe 

polarization.
This task spans 8 difficulty levels (from 

Leve l  2  to  9 ) ,  p re sent ing  a  h igh 

challenge. The overall average score 

was merely 22.72. More than half of 

the models scored below this average, 

h igh l igh t ing  the  s ever i t y  o f  the 

polarization.

Evaluation Analysis

Chinese vs. Overseas：Precise Instruct ion Fol lowing
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1. Strong inverse correlation between difficulty 

and scores.
From Level 2 to Level 9, scores for both Chinese and 

overseas models show an exponential decline, dropping 

into single digits at higher difficulties (L7-L9). This 

indicates current models struggle to fully satisfy users 

when facing extremely complex tasks with multi-nested 

constraints.

2.  Overseas models  demonstrate superior 

robustness.
Overall, the gap between Chinese and overseas models 

widens as instruction count increases. While the gap 

remains relatively stable (under 25%) at lower difficulties 

(L2-L6), it diverges significantly from Level 7 onwards. As 

complexity increases, overseas models show greater 

robustness—even scoring higher at L7 and L8—whereas 

Chinese models exhibit a near-total monotonic decrease.

Evaluation Analysis

Chinese vs. Overseas：Precise Instruct ion Fol lowing
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O v e r s e a s  l e a d e r s  h o l d  a 

dominant edge, while Chinese 

leaders show breakthroughs.
GPT-5.2(high) (88.56) and Claude-

Opus-4.5-Reasoning (88.31) lead the 

pack, outperforming the average by 

over 17 points and demonstrating the 

first-tier overseas models' dominance 

in hallucination control . Notably, 

GLM-4.7 broke into the Top 3 with 

83.85 points, narrowing the gap with 

the overseas leaders to within 5 points. 

Addit ional ly ,  Doubao-Seed-1 .8-

251228(Thinking) delivered a strong 

performance exceeding 80 points, 

surpassing Grok-4.

Evaluation Analysis

Introduction：Primarily evaluates the model’s ability to mitigate hallucination while performing Chinese generation tasks, covering fundamental semantic 

understanding and generation benchmarks such as text summarization, reading comprehension, multi-document QA, and dialogue completion.

Evaluation Method：Binary (0/1) evaluation of hallucination per sentence, based on human-verified reference answers.

Chinese vs. Overseas：Hallucinat ion Control



As tasks evolve from information integration 

to open-ended generation, both Chinese and 

overseas large models show a distinct decline 

in hallucination control.
Text Summarization is the easiest task (yielding the 

highest scores) because it strictly relies on the source 

text for compression and paraphrasing, leaving little 

room for creation.

Reading Comprehension introduces more risk, as it 

demands reasoning and judgment rather than simple 

repetition, creating space for hallucinations.

Multi-Text Question Answering is more challenging; 

integrating and comparing multiple sources increases 

the l ikel ihood of information confusion and 

misattribution.

Finally, Dialogue Completion is the most prone to 

hallucinations. Its open-ended nature requires the 

model to invent information to ensure fluency, 

i n e v i t a b l y  l e a d i n g  t o  f a c t u a l  e r r o r s  a n d 

confabulation .

In summary, the more open-ended and creative the 

task, the higher the risk of hallucination.

Evaluation Analysis
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Chinese vs. Overseas：Hallucinat ion Control
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Open Weights vs. Proprietary

1.  Proprietary models  lead 

across the board.
They  outper form open -we igh t 

models in all six tasks. Despite rapid 

open weights progress, proprietary 

models maintain a clear edge in top-

tier performance, showing a double-

digit advantage in Agent, Precise 

Instructions, and Hallucination 

Control.

2. Open-weight models narrows 

t h e  g a p  i n  r e a s o n i n g  a n d 

breaks through in coding.
Open-we ight  mode l s  con t inue 

catching up in Math and Science. In 

Code Generation, the gap is minimal 

(～2 points), likely due to focused 

optimization in this domain.

Evaluation Analysis
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1. Proprietary models still hold 

the lead.
Proprietary models take the top 3 

spots in math reasoning, with only 3 

open-weight models in the top 10. 

The average gap is nearly 8 points 

(71.07 vs. 62.84).

2. Top-tier open-weight models 

s h o w  s t r o n g  m o m e n t u m , 

nearing the leaders.
The Chinese open-weight model 

Kimi-K2.5-Thinking ranked fourth 

g lobal ly  wi th  a  score  of  77 .39 , 

surpassing top-t ier  proprietary 

models including Grok-4, Claude-

Opus-4.5-Reasoning, and GPT-5.2 

(high).

Evaluation Analysis

Open Weights vs. Proprietary：Mathematical Reasoning

Introduction：Assesses the model's ability to perform multi-step reasoning and problem-solving using mathematical concepts and logic, covering 

competition-level datasets in geometry, algebra, probability, and statistics.

Evaluation Method：0/1 scoring based on reference answers: 1 point for consistency with references, 0 otherwise. No evaluation of the reasoning process. 
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Proprietary  models  hold  a 

significant advantage.
The top 4 spots—GPT-5.2 (high), 

Gemini-3-Flash-Preview, Claude-

Opus-4.5-Reasoning, and Gemini-3-

Pro-Preview—are all occupied by 

proprietary models. Only the Chinese 

open-weight model DeepSeek-V3.2-

Thinking made it into the top 5.

Open-weight  models  scored an 

average of 59.26, trailing closed-

source models by nearly 9 points 

(68 .05 ) .  Th i s  ind i cate s  a  c l ear 

disparity between the two. Most 

open-weight models are clustered in 

the lower half of the leaderboard, 

with the majority failing to reach the 

average benchmark.

Evaluation Analysis

Open Weights vs. Proprietary：Scienti f ic Reasoning

Introduction：Assesses the model's ability to understand and infer causality in interdisciplinary contexts, using graduate-level scientific datasets from 

physics, chemistry, biology, etc.

Evaluation Method：0/1 scoring based on reference answers: 1 point for consistency with references, 0 otherwise. No evaluation of the reasoning process. 
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Proprietary models demonstrate 

superior reliability.
T h e  t o p  2  s p o t s  a r e  s e c u r e d  b y 

proprietary models (GPT-5.2 (high) and 

Claude-Opus-4.5-Reasoning), both 

surpassing the 88-point mark.

Proprietary models occupy nearly the 

entire leaderboard summit, with only 

one open-weight model (GLM-4.7) 

breaking into the top 3. This highlights 

their distinct advantage in factual 

accuracy and contextual consistency.

Evaluation Analysis

Open Weights vs. Proprietary：Hallucinat ion Control

Introduction：Primarily evaluates the model’s ability to mitigate hallucination while performing Chinese generation tasks, covering fundamental semantic 

understanding and generation benchmarks such as text summarization, reading comprehension, multi-document QA, and dialogue completion.

Evaluation Method：Binary (0/1) evaluation of hallucination per sentence, based on human-verified reference answers.
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Proprietary models lead by an 

absolute margin.
Precise instruction following is the 

area where the generational gap 

between open-weight and proprietary 

m o d e l s  i s  m o s t  e v i d e n t .  T h e 

proprietary camp demonstrates a 

near-crushing dominance, occupying 

the top 6 spots.

Although the open-weight model 

DeepSeek-V3.2-Thinking ranks 7th, it 

trails the leader by over 21 points. 

The runner-up among open-weight 

models, gpt-oss-120b (high), scores 

nearly half of the top model's points, 

highlighting the huge disparity 

between the two.

Evaluation Analysis

Open Weights vs. Proprietary：Precise Instruct ion Fol lowing

Introduction：This assesses the model’s ability to follow instructions—generating responses in specified formats and accurately presenting required data. 

Evaluated Chinese scenarios include structural, quantitative, semantic, and composite constraints (≥4 types).

Evaluation Method：Rule-based script 0/1 evaluation.
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Open-weight models achieve a 

breakthrough at the top.
The open-weight model Kimi-K2.5-

Thinking claimed the global #1 spot 

with a score of 53.33.  It  not only 

significantly surpassed the average but 

also outperformed the second-place 

proprietary model Grok-4 by 3.82 

points. Notably, it is the only model to 

break the 50-point barrier in this 

coding task.Furthermore, Kimi-K2-

Thinking (46.00), GLM-4.7 (41.26), and 

MiniMax-M2.1 (41.26) all  ranked 

within the top 10. This demonstrates 

that  the  open-we igh t  camp has 

developed strong competitiveness in 

specific vertical domains, such as 

programming.

Evaluation Analysis

Open Weights vs. Proprietary：Code Generat ion

Introduction：The task has two types: (1) generating standalone functions covering data structures, algorithms, etc.; and (2) building complete interactive 

websites like travel booking, e-commerce, and social media platforms.

Evaluation Method：Scored 0/1 via unit tests (for standalone function generation) and functional tests simulating user interactions (for web app generation).
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1. Proprietary models dominate 

the top tier in task planning.
Leading proprietary models—GPT-5.2 

(high), Claude-Opus-4.5-Reasoning, 

and Qwen3-Max-Thinking—all scored 

above 70, significantly outperforming 

open-source alternatives.

2 .  Open-we i gh t  mode l s  a r e 

catching up, nearing upper-mid 

level performance.
Open-weight  leaders  Kimi-K2.5-

Thinking and Kimi-K2-Thinking scored 

over 59, nearing proprietary models like 

Qwen-3-Max-Thinking and Gemini-3-

Pro-Preview. While they show potential 

in task planning, a gap remains.

Evaluation Analysis

Open Weights vs. Proprietary：Agent(Task Planning)

Introduction：Assesses the model’s ability to formulate structured action plans in complex scenarios—e.g., lifestyle services, work collaboration, learning, 

and healthcare—by generating logical, clear, and executable steps based on given goals and constraints.

Evaluation Method：A judge model discretely evaluates (0/1) completion of predefined checkpoints or continuously scores (0–100) overall plan quality.
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Cost-Effect iveness Distr ibut ion

1. Chinese models offer higher cost-effectiveness 

compared to overseas models.
Chinese models are primarily positioned in the medium-to-high 

cost-effectiveness range, whereas overseas models are mostly in the 

medium-to-low range. Specifically, leading domestic models (such as 

Kimi-K2.5-Thinking and Qwen3-Max-Thinking) offer performance 

comparable to top international models at prices below 10 RMB per 

million tokens.  In contrast ,  overseas models  with similar 

performance are generally priced over three times higher, 

highlighting the cost advantage of Chinese models.

2. Overseas models generally follow a "High Quality, 

High Price; Low Quality, Low Price" trend.
Top overseas models (e.g., Claude-Opus-4.5-Reasoning, GPT-5.2) in 

the top-left quadrant show strong performance but carry high API 

costs (30–45 RMB/million tokens). Conversely, lower-priced models 

(e.g., Llama-4-Maverick, Mistral Large 3) in the bottom-right 

quadrant perform poorly (scores <40), indicating that low prices 

without adequate capability do not constitute true cost-effectiveness.

Evaluation Analysis
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1. Reasoning Performance: Overseas models significantly 

outperform Chinese models counterparts.
All models in the high-performance tier are overseas ones (Claude-Opus-

4.5-Reasoning, the Gemini-3 series), with no Chinese models included. 

These three overseas models can balance reasoning efficiency while 

maintaining top-tier reasoning quality, achieving dual-dimensional 

optimization of both quality and speed. In the medium-performance tier, 

there are only three Chinese models: Kimi-K2.5-Thinking, Doubao-Seed-

1.8-251228(Thinking) and Qwen3-Max-Preview-Thinking. All other 

Chinese models fall into the low-performance tier. This reflects that 

Chinese models  st i l l  lag behind the world's  top models  in the 

collaborative optimization of reasoning quality and efficiency, leaving 

considerable room for improvement.

2. Chinese models: beginning to deliver high performance and 

high efficiency.
Taking the Kimi series models as an example, in the iterative evolution 

from Kimi-K2-Thinking (scoring 54.02 points with an average of 701.09 

seconds per question) to Kimi-K2.5-Thinking (scoring 61.50 points with 

an average of 224 seconds per question), the reasoning capability has 

increased by nearly 14% and the reasoning speed has nearly tripled. This 

fully demonstrates that Chinese large models are shifting from 

standalone performance optimization to the collaborative optimization 

of performance and efficiency, with remarkable results achieved.

Evaluation Analysis

 Inference Eff ic iency Distr ibut ion



Analysis of Representat ive Models——Kimi-K2.5-Thinking

1. Overview
Kimi-K2.5-Thinking, released by Moonshot AI on Jan 27, 2026, is a 

natively multimodal model. It sets new open-weight SoTA records in 

Agents, coding, and visual understanding, with a major leap in front-

end coding.

2. Strengths
（1）Code: True to its promotion, the model excels in code 

generation (53.33), leading global rankings. It ranks 1st in Web Coding 

and 2nd in standalone function generation, demonstrating world-class 

front-end proficiency.
（2）Agent  - Task Planning: It scores 68.06 on Agent tasks, 

performing on par with top-tier international models such as GPT-

5.2(high) and Claude-Opus-4.5-Reasoning.
（3）Co m p l ex  Reas o n i n g :  T h e  m o de l  s c o r e s  7 7 . 3 9  i n 

mathematical reasoning (4th globally), trailing Gemini-3-Pro-Preview 

by only 3 points. In scientific reasoning (67.21), it ranks within the 

domestic Top 5, placing its overall reasoning ability among the global 

leaders.

3. Areas for Improvement
（1）Precise Instruction Following: The model scored only 24.45 

on this task, ranking in the middle. It lags behind the best overseas 

models by over 26 points and Chinese leaders by over 13 points.
（2）Hallucination Control: Scoring 78.54 (up 9 points from the 

previous version), it sits in the upper-middle range but still trails the 

leading models by approximately 10 points.

SuperCLUE 2025 Annual Benchmark Evaluation: Kimi-K2.5-Thinking 

Scores Across Six Tasks
Evaluation Analysis
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Analysis of Representat ive Models——Qwen3-Max-Thinking
Evaluation Analysis
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SuperCLUE 2025 Annual Benchmark Evaluation: Qwen3-Max-Thinking 

Scores Across Six Tasks 1. Overview
Qwen3-Max-Thinking, Alibaba's latest flagship reasoning model 

released on January 26, 2026, rivals top international models such as 

GPT-5.2(high), Claude-Opus-4.5-Reasoning, and Gemini-3-Pro-

Preview in factual knowledge, complex reasoning, and agent 

capabilities.

2. Strengths
（1）Complex Reasoning: The model achieved outstanding results 

in the general evaluation. In mathematical reasoning, it tied for first 

place globally with Gemini-3-Pro-Preview at 80.87, surpassing GPT-

5.2(high) and Claude-Opus-4.5-Reasoning. It also ranked sixth globally 

in scientific reasoning with a score of 68.85, demonstrating formidable 

overall reasoning power.
（2）Agent - Task Planning: Scoring 70.13, the model entered the 

global Top 3, surpassing Gemini-3-Pro-Preview and matching the 

performance of Claude-Opus-4.5-Reasoning.

3. Areas for Improvement
（1）Hallucination Control: The model scored 74.05, a roughly 12-

point improvement over the Preview version. However, it remains mid-

tier, trailing leading models by approximately 14 points.
（2）Precise Instruction Following: With a score of 28.22, it sits 

in the middle range, nearly 23 points behind the best overseas models 

and over 9 points behind the domestic leaders.
（3）Code Generation: Scoring 41.56, it surpasses Gemini-3-Flash-

Preview but still lags behind the best models by about 12 points.



  

L M A r e n a  i s  a  l e a d i n g  E n g l i s h -

l a n g u a g e  l e a d e r b o a r d  f o r  l a r g e 

l a n g u a g e  m o d e l s ,  c o n d u c t i n g 

p a i r w i s e  e v a l u a t i o n s  b a s e d  o n 

anonymous public voting.

C o r r e l a t i n g  S u p e r C L U E  a n d 

LMArena scores yields:

Pearson correlation coefficient: 0.8239

（P-value=1.5932e-04）

Spearman correlation coefficient: 0.8321

（P-value=1.1903e-04）

S u p e r C L U E  b e n c h m a r k  s c o r e s 

show high consistency with human 

e v a l u a t i o n s ,  e x e m p l i f i e d  b y  t h e 

c r o w d s o u r c e d  a n o n y m o u s  v o t i n g 

on LMArena.

Human Consistency Veri f icat ion: SuperCLUE vs. LMArena

Source: SuperCLUE, January 29, 2026.  
Spearman correlation coefficient: Measures monotonic association between two variables (range: [−1, 1]); higher absolute values indicate stronger correlation.  
Pearson correlation coefficient: Measures linear correlation between two continuous variables (range: [−1, 1]); higher absolute values indicate stronger correlation.
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Kimi-K2.5-Thinking

Pearson correlation coefficient: 0.8239（P-value=1.5932e-04）

Spearman correlation coefficient: 0.8321（P-value=1.1903e-04）

SuperCLUE Benchmark Scores

Human Consistency Verification：SuperCLUE vs. LMArena



The SuperCLUE  i s  the  evolut ion and cont inuat ion  of  the  CLUE (The  Chinese  Language  Unders tanding  Evaluat ion)  benchmark in  the  era  of  large 

models .  I t  i s  an independent  and leading comprehens ive  evaluat ion benchmark for  general -purpose  large  models .  The CLUE benchmark for  Chinese 

language understanding was  launched in 2019  and has  success ive ly  int roduced wide ly  c i ted  evaluat ion  benchmarks  such  as  CLUE,  FewCLUE,  and 

ZeroCLUE.

Zero Data 
Contamination

Bi-monthly question 
bank replacement

Questions Fully 
Renewed

Traditional Evaluation                        SuperCLUE

Prone to 
Data Contamination

Academic vs. Practical 
Gap

Rigid dimensions; 
unable to evolve.

VS

Three Key Features of SuperCLUE

Dual Perspective: 
Industry + User

The Difference between SuperCLUE and Traditional Evaluation

Live Dimension 
Updates

Fixed questions; 
high risk of overfitting

01

02

03

Consistent with User Interaction

Independent 3rd-Party

100% Refresh /  B i-Month ly — No Overf i t t ing;

L ive Framework — Evolves with LLMs

Mimick ing  rea l  use r  i n te rac t i on  and  scena r i os 

to ensure an authent ic evaluat ion perspect ive.

F u l l y  I n d e p e n d e n t  3 r d - P a r t y :  N o  p r o p r i e t a r y 

mode ls ;  Commi tmen t  t o  Ob jec t i v i t y :  De l i ve r i ng 

unbiased, neutra l  evaluat ions.

2019

CLUE 

Benchmark 

Release

2020

Released multiple 

papers in top-tier 

conferences and 

organized the open 

evaluation task at 

NLPCC 2020.

2021

Released 

FewCLUE、

DataCLUE、

ZeroCLUE and 

so on.

2022

Collaborated with 

Westlake University to 

release DataCentricAI.

Released SimCLUE, a 

large-scale Chinese 

semantic understanding 

dataset.

2023

SuperCLUE officially 

launched;

Released the first Chinese 

multi-turn open-domain 

evaluation benchmark, 

SuperCLUE-Open;

Released industry-specific 

evaluation benchmarks.

2024 2025.01-2025.06

Released Math, Code, Long-text, 

and RAG benchmarks.

Released multimodal benchmarks 

for Video, Image, and Vision.

Released reasoning benchmarks.

Released the AgentCLUE 

benchmark.

2025.07-2025.12

Released AgentCLUE-General 

(General Agent).

Released Multimodal 

(Text/Image-to-Video).

Released Core Ability 

(Hallucination, Deep Research).

Released new Benchmarks: Precise 

Instruction, Deep Search, SWE, 

Embodied AI, WebCoding.

Released Agent Benchmarks: 

Mobile GUI Agent, CUA.

Released a new Interactive Evaluation 

Mode: SuperCLUE Chinese Arena.
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Appendix I :  Introduction to SuperCLUE

Live Updates, Zero Data Contamination



The Complete Landscape of SuperCLUE Leaderboard

Released Coming Soon

Appendix I I :  Ful l  View of Rankings
Leveraging  exper t i se  in  LLM deve lopment  t rends ,  SuperCLUE has  es tabl i shed a  mult i -d imens ional  eva luat ion  sys tem.  I t  covers  the  spec t rum from 

foundat iona l  capab i l i t i e s  to  advanced  app l i ca t ions ,  i nc lud ing  Ge n e r a l ,  T e x t ,  M u l t i m o da l ,  Re as o n i n g ,  Age n t ,  AI  App l i c a t i o n ,  an d  Pe r fo r m an c e 

benchmarks—providing critical insights for industry and academic research.

Text
Benchmark 

Long-form Text
SuperCLUE-Long

Ultra-long Context
SuperCLUE-200K

Role-playing
SuperCLUE-Role

Adversarial Safety
SuperCLUE-Safety

Mutimodal 
Benchmark 

Video

Text-to-Video
SuperCLUE-T2V

Vision

Real-time-Interaction
SuperCLUE-Live

Text-to-Image
SuperCLUE-Image

Voice

Real-time Voice
SuperCLUE-Voice

Text-to-Speech
SuperCLUE-TTS

Mutimodal Understanding
SuperCLUE-VLM

Agent
Benchmark 

General
Benchmark 

Math 
Reasoning

Scientific
Reasoning

Code 
Generation

Agent
(Task Planning)

Precise 
Instruction Following

Hallucination
Control

AI Application 
Benchmark

AI Products

AI Search
SuperCLUE-AISearch

Code Assistant
SuperCLUE-Coder

Reasoning 
Benchmark 

Performance 
Benchmark

DeepSeek-R1 Third-
Party Stability Test 

(Web)

DeepSeek-R1 Third-
Party Stability Test 

(API)

DeepSeek-R1 
Series

Others

Note: General benchmarks are detailed in the report; click links to access the latest release articles for other benchmarks.

RAG
SuperCLUE-RAG

Voice Cloning
SuperCLUE-Cloning

DeepSeek-R1 Third-
Party Web Search 

Capability Test
 (Web Version)

DeepSeek-R1 Third-
Party Stability Test 

(App)

Factual 
Hallucination

SuperCLUE-Fact

Faithfulness 
Hallucination

SuperCLUE-Faith

Image-to-Video
SuperCLUE-I2V

LLM Inference Speed 
Benchmark

Precise 
Instruction Following
SuperCLUE-CPIF

Domestic Chip 
Benchmark

Image-Editting
SuperCLUE-Edit

Open-source Dataset
Math24o
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World Model
SuperCLUE-World AI Coding Kit

AgentCLUE-AICodeKit

General

Executable Agent
AgentCLUE

Endpoint

Industry

Non-executable Agent
SuperCLUE-Agent

Scientific Reasoning
SuperCLUE-Science

Math Competition
MathCLUE

Primary Olympic Math
SuperCLUE-Math6o

Chain-of-Thought
SuperCLUE-COT

Visual Reasoning
SuperCLUE-VLR

Code
SuperCLUE-Code3

Project-level Code
SuperCLUE-Project

Multi-step Reasoning
SuperCLUE-Math6

General AI Agent
AgentCLUE-General
AgentCLUE-tGeneral

Graduate-Level 
Mathematics

Deep Research
SuperCLUE-DeepResearch

Deep Search
SuperCLUE-DeepSearch

Cockpit Intelligent Agent
AgentCLUE-ICabin

Mobile GUI-Agent（offline）
AgentCLUE-Mobile

Computer Use Agent(offline)
AgentCLUE-Mobile

Software Engineering
SuperCLUE-SWE Embodied AI

EmbodiedCLUE-VLA

Web Coding
SuperCLUE-WebCoding

Agentic Coding
AgentCLUE-SWE

Industry

Finance
SuperCLUE-Fin

Industry
SuperCLUE-Industry

Automobile
SuperCLUE-Auto

Intelligent Cockpit
SuperCLUE-Icabin

Automotive Knowledge
SuperCLUE—AutoQA

Advertising & Marketing
SuperCLUE—Mkt

https://mp.weixin.qq.com/s/ucy1cakmZOmQPPiWFAru5Q
https://mp.weixin.qq.com/s/QgoRf2LB-7vc3vTFOHJkpw
https://mp.weixin.qq.com/s/_57p-aAONNIaXTCScvf8NQ
https://mp.weixin.qq.com/s/kTRoBIJn4RnUFM_HhvFWpg
https://mp.weixin.qq.com/s/YSHnlvknUxL9a9W1Q6y_Aw
https://mp.weixin.qq.com/s/X5xxHYp8dyL4PMU9gTUS-A
https://mp.weixin.qq.com/s/_jqt-Mv9N0JZ29NBmOS1Tg
https://mp.weixin.qq.com/s/Riew7jQ10SuUa2pJv349xA
https://mp.weixin.qq.com/s/8AZhmbu-GiDhexXWPeIF5A
https://mp.weixin.qq.com/s/2ZoQmq8isDJEgX0SMuHF-w
https://mp.weixin.qq.com/s/2ZoQmq8isDJEgX0SMuHF-w
https://mp.weixin.qq.com/s/efaXl8bvcgpMNBNMEKUd6A
https://mp.weixin.qq.com/s/suNH2T0uA45LmVO8zbiOmA
https://mp.weixin.qq.com/s/QReC0wCP4km8ZlXrpKQ8Kg
https://mp.weixin.qq.com/s/mQna2pcTeE1fnDGNLkrz6A
https://mp.weixin.qq.com/s/EdoA5fcyzgTw3LarMMe00g
https://mp.weixin.qq.com/s/8AZhmbu-GiDhexXWPeIF5A
https://mp.weixin.qq.com/s/s_ZjP3tjxkyTVEPK_GucZg
https://mp.weixin.qq.com/s/os05bSB-TZiB8PH7CWXA-w
https://mp.weixin.qq.com/s/6dlCyp5iQaZnzUsIIhJiTQ
https://mp.weixin.qq.com/s/w6DYfxNwMnWalnHC3mKv7A
https://mp.weixin.qq.com/s/ulWzEsYuCvaIIz6aVrDd9Q
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information on these models.

Appendix I I I :  List of 2025 Annual Assessment Models

Number Model Name Institution Introduction Number Model Name Institution Introduction

1 Qwen3-Max-2025-09-23 Alibaba
The foundational model officially released, utilizing the publicly 
available API from Alibaba Cloud: qwen3-max-2025-09-23.

13 Mistral Large 3 Mistral AI
The latest open-source model officially released, utilizing the official 
API: mistral-large-2512.

2 Qwen3-Max-Preview-Thinking Alibaba
The official reasoning model, using the Alibaba Cloud public API: 
qwen3-max-preview-thinking.

14 Grok-4 X.AI
The reasoning model officially released, utilizing the official API: grok-
4-0709.

3 DeepSeek-V3.2-Thinking DeepSeek
The latest open-source reasoning model officially released, utilizing 
the official API: deepseek-reasoner.

15 Grok-4.1-Fast(Reasoning) X.AI
The reasoning model officially released, utilizing the official API: grok-
4-1-fast-reasoning.

4 GLM-4.7 Z.AI
The latest open-source reasoning model officially released, utilizing 
the official API: glm-4.7.

16
Llama-4-Maverick-17B-128E-

Instruct
Meta

Utilizing the Together.ai interface: meta-llama/Llama-4-Maverick-
17B-128E-Instruct-FP8.

5 Spark X1.5 iFlytek
The latest reasoning model officially released, utilizing the official 
API: Spark X1.5.

17 LongCat-Flash-Thinking-2601 Meituan
The latest open-source reasoning model officially released, utilizing the 
official API: LongCat-Flash-Thinking-2601.

6 Kimi-K2-Thinking Moonshot
The open-source reasoning model officially released, utilizing the 
official API: kimi-k2-thinking.

18 Doubao-Seed-1.8-251228(Thinking) ByteDance
The latest model officially released, utilizing the official API: doubao-
seed-1-8-251228.

7 MiniMax-M2.1 MiniMax
The latest open-source reasoning model officially released, utilizing 
the official API: MiniMax-M2.1.

19 MiMo-V2-Flash-0112 Xiaomi
The latest reasoning model officially released and open-sourced, 
utilizing the official API: mimo-v2-flash.

8 Claude-Opus-4.5-Reasoning Anthropic
The mixed-reasoning model officially released, utilizing the official 
API: Claude-Opus-4.5-Reasoning.

20 ERNIE-5.0 Baidu
The latest official full-modal model, using the official API: ERNIE-5.0-
Thinking-Preview.

9 Gemini-3-Flash-Preview Google
The latest model officially released by Google, utilizing the official 
API: gemini-3-flash-preview.

21 Qwen3-Max-Thinking Alibaba
This is the latest reasoning model released officially, using the official 
API: qwen3-max-2026-01-23, with enable_thinking=True.

10 Gemini-3-Pro-Preview Google
The latest model officially released by Google, utilizing the official 
API: gemini-3-pro-preview.

22 Kimi-K2.5-Thinking Moonshot
The latest open-source multimodal model released by the official team, 
accessible via the official API: kimi-k2.5.

11 GPT-5.2(high) OpenAI
The latest reasoning model officially released, utilizing the official 
API: gpt-5.2-2025-12-11.

23 Tencent HY 2.0 Think Tencent
The latest reasoning model released officially, using the official API: 
hunyuan-2.0-thinking-20251109.

12 gpt-oss-120b(high) OpenAI
The open-source reasoning model officially released, utilizing 
OpenRouter's API: gpt-oss-120b. / / / /
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